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We have devised a technique for spectral imaging using accurate ab initio electron energy loss near edge
structure (ELNES) data and function field visualization. The technique is initially applied to a planar
defect model in Si with different ring structures and no broken bonds where experimental probes are
severely limited. The same model with B doping is also considered. It is shown that specific deviations
in different energy ranges of the ELNES spectra are correlated with different structural components of
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1. Introduction

Atomic-scale structure is the basis of all properties of matter
including electronic, magnetic, mechanical, optical, and super-
conducting properties. Electron microscopy plays an important
role in the atomic-scale characterization of materials, especially
for interfacial phenomena [1-3]. In recent years, the resolution of
scanning transmission electron microscopy (STEM) has advanced
to the sub-angstrom level due to developments in aberration
correction (AC), the annular dark field (ADF) method, and
improved data processing techniques [4-9]. The low scattering
angle electron waves used for electron energy loss spectroscopy
(EELS) [4-6] can be simultaneously collected to help interpret the
ADF structural images [10-14]. By using the fine structures in the
collected EELS spectra it is then possible, in principle, to form a
spectral image (SI) with more complete information that
correlates chemical and electronic properties with real-space
atomic-scale structures. The wide applicability of STEM to

* Corresponding author.
E-mail address: rulisp@umbkc.edu (P. Rulis).

0304-3991/$ - see front matter © 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.ultramic.2009.08.004

microstructures such as grain boundaries (GBs) in alumina
[15], intergranular glassy films (IGFs) in silicon nitride [16,17],
chemical inter-diffusion in multilayer oxides [13], single atom
doping [18], dislocations in semiconductors [19], metal-ceramic
interfaces [20], twin boundaries in superconductors [3], recon-
structed surfaces [21], etc. shows the enormous potential of
experimental imaging. However, experimental difficulties such as
beam damage and specimen drift can pose problems [10].
The dynamic nature of probe propagation leads to signals from
adjacent columns of atoms (cross-talk) and the possibility of
misinterpretation [22]. Other experimental difficulties include
structural and compositional heterogeneity of the sample and
non-local inelastic scattering [23] that can also lead to spurious
signals [10]. High angle ADF (HAADF) has a strong Z-contrast and
images produced with it are often directly interpretable for
crystalline materials but are harder to interpret when the
structure is disordered, amorphous, contains atoms of comparable
Z value, or contains impurity atoms of small Z, such as B in Si or C.
Although powerful techniques have been developed to help
eliminate background, noise, and artifacts [9,24,25], interpreta-
tion of spectra from complex structures at the atomic level is still
a young field.
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Parallel to the rapid instrumentation development, and in
response to the need for better interpretation, there has been
steady and forceful progress on the theoretical front, including
accurate ab initio calculations of electron energy loss near edge
structure (ELNES) spectra. One such method is the supercell
orthogonalized linear combination of atomic orbitals (OLCAO)
method [26] that can compute spectra of complex systems in
excellent agreement with experiment. Also, in the past few
decades, visualization techniques have become significantly more
powerful. A relatively new area of development concerns function
fields [27] where each coordinate point in space is associated with
a one dimensional function instead of a scalar or vector. A function
field of calculated ELNES spectra can serve as a necessary dataset
for theoretical SI.

One problem shared by both experimental and theoretical SI is
how such a multidimensional dataset should be visualized and
interpreted. Common methods to extract images are based on
plotting the intensity from each spectrum integrated over a
carefully chosen energy range. While such methods are normally
suitable for chemical imaging, interpretation at atomic resolution
is not always straightforward [10,23] and they are less useful for
detecting fine structure changes. The applicability of multiple
linear least-squares (MLLS) fitting and other finger printing type
techniques to spectral interpretation is debatable even when
suitable reference spectra are available. This concept has been
shown to fail outside of simple cases [28,29] (and references
therein) because in general the spectra obtained at atomic scales
cannot be approximated by simple linear combinations for all the
various local configurations that are present in complex multi-
component systems. Clearly there is an urgent need for visualiza-
tion techniques that account for existing methods’ deficiencies
and can be applied to such complex multi-dimensional SI
datasets.

2. Method

In this article, we show that a powerful tool for SI based on ab
initio data in conjunction with the technique of function field
visualization has been developed. For function field visualization,
a single function from a set of functions is chosen as a target. All
functions from the other spatial points are compared with the
target using a weighted Euclidian difference. The resultant scalar
value at each point then represents the dissimilarity between the
function at that point and the target point. Since the difference is
weighted it is possible to emphasize particular parts of the
function. In the present case, using ab initio ELNES data, details of
electronic bonding can be extracted by a judicious choice of the
function field range. The stepwise creation and visualization of the
function field proceeds as follows: (1) Atomistic model construc-
tion—To apply the SI technique to a real microstructure in
ceramics, atomistic models of microstructures in the form of
large periodic models must be constructed first. This step is
tantamount to theoretical sample preparation and must be done
with great care. (2) Spectral calculation and data collection—The
ELNES spectra for every atom o in the model are calculated using
the supercell-OLCAO method [26]. The data are collected
separately for each atom-edge pair. Next, the energy cutoff for
the spectra is determined so that the total energy range covered is
about 45eV from the edge on-set. This creates an energy index
(En) of the spectra Sy , with n points (currently set at 4500 points).
All spectra are then normalized to unit area within that energy
range. The function field for SI depends on the particular choice of
the ELNES spectra (K-, L-, M-edge, etc.) and the specific energy
range. Because different edges reflect different types of conduc-
tion band states, and the spectrum in different energy ranges

reflect the characteristic features for specific interactions, the
electronic structure information is therefore contained in the SI
for a particular spectral feature. (3) Creation of the function field—A
3-dimentional set of regularly spaced (20 x 4 x 50 in the present
case) real space mesh points (7;) is defined. Next, the spectrum P
at each mesh point P(7;, E,) is computed as a weighted sum of the
calculated spectra (Sq,) of the nearby atoms positioned at 7
according to

Na
P(Fi,En) = > [WiqnSan) M

a=1

where the weighting factor w(i,a’,n) is defined according to a
Gaussian function exp (—a(7; — T4)%) with the restriction that the
separation (7; — T,) between the atomic position 7, and the 7;
point is less than 4 A. Here, N, is the total number of atoms within
the region making a contribution to P(7;, E;) and the value of ¢ is
chosen so that the full-width-at-half-maximum (FWHM) of the
Gaussian function is about 2 A. We require that the sum of all the
weighting factors adds to one. These requirements approximate
the spreading of the electron beam and the spot size present in
experiment, but they will also neglect the difference in relative
signal strength from positions over the atomic columns and
positions between them in order to enhance the ELNES spectral
response. (4) Function field to scalar field conversion—We now
choose a mesh point 7y from the 3-D model structure and
designate the associated spectrum as the target spectrum
(Po(T;, En)). This serves as the reference spectrum and should be
chosen with special care. In the present case, this target spectrum
is chosen such that 7y is a point in the bulk crystal region far from
the defect. We then evaluate the Euclidean difference (Di( Py, P)) at
each mesh point according to

Di(Po,P) = | > (Piw — Pon)? @)
n=1

The scalar field D{(Py, P) is then averaged over one of the
dimensions and plotted with a color code indicating the value of
D; which results in a 2-D spectral image. The Euclidean difference
can be computed over the entire energy range (1,...,n) or over a
subset of that range to focus on specific visually identified
features of the spectra. More rigorous selection of the spectral
subsections could also be developed for further analysis.

The function field considered in this work is constructed from a
collection of ab initio ELNES spectra, but there is no reason that it
could not be made via some suitable method from experimental
data, although practical difficulties may hinder this. Naturally,
reasonable construction of the function field is critical, and a
number of approaches could be considered. The spectra from
atomic columns could be used, in analogy to the computed
spectra of individual atoms, with an interpolation scheme applied
for mesh points between the columns to form a 3D function field
(two spatial and one energy dimension). Once the function field is
created it can be manipulated according to Eq. (2) in the same way
that the theoretically obtained data are. For those who wish to use
this method to assist in the interpretation of experimental image
data a possible route would be to create realistic microstructural
models containing structures believed to exist in a real sample
and then compute the associated SI. Comparison of the computed
SI and an experimental SI could be used to determine whether the
particular structure is actually present and what its nature is. This
would find the greatest practical use for complex systems where
columnar structure does not exist or individual atomic positions
are otherwise difficult to discern but EELS spectra can still be
obtained. Such a combination of theoretical and experimental
techniques would be very powerful.
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There are substantial differences between this method and the
more commonly used method of principal components analysis
(PCA) [24] for visualizing multidimensional data. In its essence,
PCA applies an orthogonal transformation that rotates data to a
new coordinate system ordered by degree of variance in the data.
The main use of PCA at present for EELS SI is to reduce the
uncorrelated experimental noise [24,25,30], which will be of
limited value for noiseless theoretical data. The difficulty in
interpreting the PCA components is that they are orthogonal,
meaning that their physical meaning can be obscure. More
advanced mathematical techniques related to PCA are being
developed that help to overcome this limitation [31]. At present,
the function fields contain only the spectral fine structure, not the
contrast due to the interaction of the beam with the crystal [23],
which in principle could be included.

3. Calculations
3.1. Si defect model
The theoretical SI technique described in Section 2 is applied to

a planar {113} extended defect model in crystalline Si [32]. The
supercell model for the defect is shown in Fig. 1(a). This model is

P. Rulis et al. / Ultramicroscopy 109 (2009) 1472-1478

obtained by doubling the original model [33] in the <110}
direction such that there are 180 atoms and the minimum periodic
separation in the calculation is 7.6A in order to minimize any
possible interactions between the core-holes. This extended planar
defect model contains 8-, 7-, 6-, and 5-membered rings in the
defective region but has no dangling bonds. Such passive or
inactive defects exist in crystalline samples used in many
microelectronic devices and their detection is often a great
challenge compared with identifying Si atoms with different
chemical bonding states [6] or ¢* or * in C compounds with sp?
bonding [5]. Fig. 1(b) shows example calculated Si-K and Si-L3 edge
spectra from the bulk crystalline region and from one site in the
defective region. The differences are small but noticeable to the eye.
While the simulated ADF STEM image in Fig. 1(c) clearly reveals the
projected structure, it does not reveal anything about the important
subtle changes in electronic structure. At present, a spectral image
simulation including accurate fine structure determination, probe
propagation, and full interaction of the beam with the solid state
wave function is intractable. However, the current level of function
field visualization provides a powerful alternative view of the
specimen that is complimentary to the experiment. This
accentuates the need for advanced visualization methods to
extract more meaningful information from an experimental 3D
EELS or 4D simulated dataset.
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Fig. 1. (a) Model of the 180-atom planar defect model in Si (a = 12.592 A b=7593A, c=36625A, B = 89.656°) showing different ring structures. (b) Calculated Si-K and
Si-L3 edges at two locations: one in the bulk region and one in the defect region. Si-K and Si-L; edge spectra are divided into energy windows which are the identified
features for the function field for different SI. (c) Simulated ADF STEM image for this model with the following parameters: 6 layers (about 4.5 nm) thick, convergence angle
22 mrad, all aberrations set to zero, and inner detector angle set to 25 mrad at 300 kV.
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Fig. 2. (Color online) SI (a)-(f) use regions I-VI of the Si-K edge in Fig. 1(b) as the function field sources with shading (colors) higher on the scale indicating a greater degree

of deviation from the bulk region spectrum.

Fig. 2 shows the SI obtained for the function fields that
correspond to the Si-K edge in the six energy windows shown in
Fig. 1(b) with a bulk region spectrum as the target for comparison.
The images show the correlation between structural variation and
spectral feature variation. The energy windows with varying
ranges spatially identify features in the edge spectra that depend
on specific electron states in the conduction band (CB). For the
passive defect in the present model the variations in the electron
states, and hence the edge’s spectra, are small. However, the SI
still shows in vivid detail how the differences can be delineated
using the ab initio data which, when cast in different energy
panels, give different spatial distributions. The largest contrasts
are in Fig. 2(a), (c), and (e), where the SI shows different patterns
of intensity variation in the same region of the defective area.
Further, we can say that strong variations in the leading edge are
primarily localized to specific atomic sites while the variations at
higher energies are more evenly distributed. The implication
is that the leading Si-K edge is an acute measure of specific local
structural variations while the spectrum at higher energies
responds to a wide variety of structural variations with
relatively equal variations in intensity. The nature of the
deviations can be further probed by selecting the target
spectrum from a region with a large variation. The resulting SI
would then show how the variations themselves tend to vary. It is
therefore possible to analyze the ELNES spectra of complete
structural units without needing to find impossible correlations
between individual bond lengths, bond angles, and nearest and
second nearest neighbor species of each atom in the model.

Fig. 3 shows the SI obtained for the function fields that
correspond to the Si-L; edge in the five energy windows shown in
Fig. 1(b) with a bulk region spectrum as the target for comparison.
These images are substantially different from the Si-K edge. The
lower energy ranges experience very little variation over the

defective region compared with the substantial variation present
in the higher energy region. Similar to the Si-K edge though, the
variations that are near the edge on-set are relatively isolated to
specific atoms within the defect region. The set of atoms, however,
are not all the same ones as for the Si-K edge case indicating that
the on-sets of the two edges are sensitive to different aspects of
the structure. The variations at higher energy also tend to be less
constrained to just the defect region. Interestingly, variation
associated with the peak that is about 35 eV above the edge on-set
(see section V of Fig. 1b for the Si-L edge) highlights the central
region of the defect area quite strongly and with a uniquely
shaped track. This track depends on the arrangement of the
numbered ring structures from Fig. 1a because of the clear
symmetry in the way it weaves around the six member rings and
terminates at the eight member ring. This indicates that higher
energies can be as telling probes of local structural variation as
energies closer to the edge on-set. Identifying features such as
these local structural units and their electronic relationships to
each other, both theoretically and experimentally, will be a
powerful tool for complex systems analysis.

3.2. Boron doped Si defect model

To further demonstrate the versatility of the technique, we
next consider doping a boron atom in the above Si defect model.
This is a situation where experimental detection by STEM is
difficult because of low dopant concentration. We can construct a
theoretical SI to study the variation in the B-K edge as a function
of dopant location by calculating the B-K edge for each case when
a Si atom is replaced by a B atom. A substitutional B in crystalline
Si will induce an acceptor state near the top of the valence band
(see Fig. 4). The atomic environment surrounding a B atom when
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Fig. 3. (Color online) SI (a)-(e) use regions I-V of the Si-L; edge in Fig. 1(b) as the function field sources with shading as in Fig. 2.

a b
2.0

15 -

1.0 - u
0.5 i
0.0 =—
0.5 4
1.0 3
A5

-2.0
r x S

Energy (eV)

rsr Xx S rz

Fig. 4. Band structures of B doped model with B at two different sites consistent
with the spectra in Fig. 5(a): (a) bulk region; (b) defective region. Note differences
in the valence band top and in the acceptor level.

it is doped into different locations in the model will be different
and this, in turn, will cause the associated defect state and its
wave function to be different. There will therefore be B-K edge
differences between B doped at one site compared with another
site. Fig. 5(a) shows the B-K edge ELNES calculated at two sites,
one in the bulk crystalline region and one in the defective region.
The B-K edges for the B atom substituted separately at each of the
Si sites in the model were calculated (180 calculations), and the
data collected as in the case for Fig. 2, and are shown in Fig. 5(b).
Here, the reference spectrum is the B-K edge at the bulk Si site

and we chose two energy windows for the function field. One
includes the defect-induced pre-peak using a width of 1.7 eV and
the other includes the major B-K edge peak centered near 198 eV
using a width of 4eV. It can be seen that the variation in the
dopant induced pre-peak reaches a maximum in the vicinity of
the 8-membered ring and is focused on two atoms in particular.
The variations in the primary B-K edge peak also show points of
localization but they cover a broader region of the structure and
the overall degree of variation across the defect region is greater.
The implication is that the dopant induced acceptor state is more
sensitive to particular local structural variations than the general
CB states.

4. Conclusions

The passive defect and B doped systems that were considered
here represent a substantial challenge to microscopy technology
because of the inherent difficulty in detecting the subtle
differences in the material’s electronic structure. The results of
Section 3 show the advantages of using ab initio data and function
field visualization to obtain spectral images. The theoretical
technique can, in principle, have almost unlimited resolution
and can access almost all elements in the periodic table including
elements with low Z values (low scattering power) and any core
edges (K, L, M, etc.). These spectra are not mixed even if two edges
from different atoms are close in energy. Spectral data can be
calculated in three dimensions and viewed along any orientation
for systems or combinations of systems that are otherwise
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Fig. 5. (Color online) (a) (top) B-K edge for B substituted at a bulk region Si site; (bottom) B-K edge for B in the defect region (at the conferences of the 8-, 6-, and 5-
membered rings of Fig. 1(a)). A strong pre-edge peak from the defect induced state near the valence band top (see Fig. 4) is visible. (b) (Left) SI showing deviations in the

pre-peak of the B-K edges; (right) SI showing deviations for the main peak in (a)

inaccessible (such as B substitution separately on each Si site).
Once the data are obtained, there is a variety of ways to exploit
them to maximize the details of the SI for a particular goal
including: peak position, absorption edge, peak spread, peak
strength, and the Euclidean difference used here. This technique
of using ab initio data can be used to separate the dynamical and
intrinsic parts of the experimental SI. The SI data can be
interpreted using simultaneously calculated electronic structure
and bonding information. The present Si defect model calculations
demonstrate that differences in the spectra between the same
elements with slightly different environments can be delineated.
The development of 5th order aberration correctors and cold field
emission sources offers the potential to achieve such results in via
experiment in the near future [34]. In other systems, such as a GB
model in SrTiO3 [35] and complex oxides [3], where the spectra
have more distinctively different peaks and prominent features,
the present technique will be even more effective at performing
feature identification (e.g. the impact of O vacancy in Ti columns
of SrTiO3) in the function field. The method can be applied
effectively to interfaces [36], passive defects, and many other
microstructural systems.

The combination of ab initio SI and experimental high
resolution STEM images provides a powerful tool for performing
advanced structural, chemical, and electronic analysis of complex
materials. It can be implemented as a far better image simulation
tool than those currently in use.
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