Detection of Single Atoms and Buried Defects in Three Dimensions by Aberration-Corrected Electron Microscope with 0.5-Å Information Limit
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Abstract: The ability of electron microscopes to analyze all the atoms in individual nanostructures is limited by lens aberrations. However, recent advances in aberration-correcting electron optics have led to greatly enhanced instrument performance and new techniques of electron microscopy. The development of an ultrastable electron microscope with aberration-correcting optics and a monochromated high-brightness source has significantly improved instrument resolution and contrast. In the present work, we report information transfer beyond 50 pm and show images of single gold atoms with a signal-to-noise ratio as large as 10. The instrument's new capabilities were exploited to detect a buried \( \Sigma 3 \{112\} \) grain boundary and observe the dynamic arrangements of single atoms and atom pairs with sub-angstrom resolution. These results mark an important step toward meeting the challenge of determining the three-dimensional atomic-scale structure of nanomaterials.

Key words: aberration-correcting optics, sub-angstrom, TEM/STEM, atomic structure, buried defect

INTRODUCTION

The atom-by-atom analysis of individual nanostructures is an important goal in nanoscience that was first formulated by Richard Feynman in his famous 1959 lecture, “There's Plenty of Room at the Bottom” (Feynman, 1960). Feynman proposed that one could analyze any substance simply by looking to see where the atoms are: “I put this out as a challenge: Is there no way to make the electron microscope more powerful?” Despite major progress, Feynman's challenge to electron microscopy is still out of reach. The fundamental barrier to improving the electron microscope has been the presence of unavoidable aberrations in rotationally symmetric electromagnetic lenses (Scherzer, 1936). The Transmission Electron Aberration-corrected Microscope (TEAM) project is a collaborative effort to redesign the electron microscope around aberration-corrected optics (http://ncem.lbl.gov/TEAM-project/) in order to extend the spatial resolution to 50 pm, improve contrast, stability, sensitivity, brightness, and energy resolution.

Using a prototype instrument constructed under this project, we have demonstrated information transfer to below 50 pm in both the scanning probe (scanning transmission electron microscope (STEM)) and fixed-beam (transmission electron microscope (TEM)) modes of transmission electron microscopy. The detection of GaN (555) and Au (660) image Fourier components in STEM images at 49 and 48 pm, respectively, and the extension of Young fringes to below 50 pm in TEM mode represent major improvements.

A 50-pm information limit implies a focal spread of the electron beam of only about 1 nm in parallel-beam operation, resulting in greatly improved signal-to-noise (S/N) ratio and depth precision. In this article, we describe examples that take advantage of the instrument's performance to...
image a buried interface and to observe the motion of individual atoms with great sensitivity to their position along the beam direction.

**Microscope, Materials, and Methods**

The TEAM 0.5 microscope is based on a commercially available FEI Titan 80-300 (scanning) TEM platform. The microscope is located in a separate room within a sound-proof enclosure and operated remotely. Standard instrument alignments are performed with the aid of a high-sensitivity camera that transfers the information on the fluorescent screen in real time to the graphical user interface. The electron source of TEAM 0.5 consists of a novel high-brightness Schottky-type field emission gun and a Wien-filter type monochromator (Tiemeijer, 1999). At an energy spread of 0.8 eV (full width at half maximum (FWHM)), the brightness of the gun exceeds $4.5 \times 10^8$ A/cm$^2$/sr/° at 300 kV. The electron monochromator can reduce the energy spread to 0.13 and 0.08 eV at 300 and 80 kV, respectively. The condenser lens system is the standard three-condenser lens system of the Titan 80-300 column that provides variable probe-convergence angles in STEM mode and adjustable parallel illumination in TEM mode. A novel aberration corrector from CEOS GmbH corrects for objective-lens illumination aberrations (Haider et al., 2000; Müller et al., 2006). The objective lens is a high-resolution twin-type lens (UltraTwin) with an inherent third-order spherical aberration coefficient $C_3 (= C_s)$ of 0.66 mm (300 kV), and a (relativistic) coefficient of chromatic aberration $C_r$ of 1.64 mm. The imaging aberration corrector is a hexapole-type corrector from CEOS GmbH (Haider et al., 1998). The system includes a retractable Gatan US1000 slow-scan charge-coupled device (CCD) camera and a high-resolution GIF Tridiem 866. In its current configuration, TEAM 0.5 is operated either at 300 or 80 kV. All optical elements are activated, independent of the operation mode, including both aberration correctors. Thus, switching between different operation modes at a selected microscope high tension does not change the thermal load on the system.

Both aberration correctors on TEAM 0.5, i.e., for illumination and for imaging, correct for coherent lens aberrations, in particular the spherical aberration of the objective lens, and partially for higher-order aberrations and resulting parasitic aberrations. Although coherent aberrations are corrected to a large extent, the corrector units increase slightly the chromatic aberration of the system. The inherent $C_r$ of the objective lens of 1.64 mm increases to $\approx 2.1$ mm with the correctors activated, both for TEM and STEM operating modes.

The illumination aberration corrector is an improved version of the hexapole corrector (Haider et al., 2000) suitably upgraded to minimize the impact of sixfold astigmatism A5 (Müller et al., 2006). It is configured to fully correct the set of coherent axial aberrations up to 4th order including 5th-order spherical aberration C5 and sixfold astigmatism A5. Table 1 provides a list of typical residual aberration coefficients that are measured after fine-tuning of the corrector at 300 kV. The aberration phase shifts due to this set of residual aberrations are illustrated in Figure 1a. Although a phase shift of $\pi/4$ is reached at an illumination semiangle of 25.2 mrad, the calculated phase plate in Figure 1b reveals that to minimize the effect of the diffraction limit on resolution, no substantial impact due to residual aberrations is anticipated if the illumination angle is increased to $\sim 30$ mrad.

The imaging aberration corrector fully corrects for coherent axial aberrations up to 3rd order and partially compensates for 4th- and 5th-order aberrations. Whereas off-axial aberrations are negligible for the illumination aberration corrector, they must be considered in the setup of the imaging corrector. To minimize the impact of isotropic off-axial coma B3c, and hence to maximize the number of equally resolved image points, the imaging corrector is adjusted such that the 5th-order spherical aberration is finite positive (see Table 1). Figure 1b illustrates the phase shifts due to the residual axial aberrations given in Table 1, revealing that a $\pi/4$ phase shift is reached at 15.9 mrad. The “aberration-free” area in the imaging mode is thus smaller than in the illumination mode (25.2 mrad). This is due to the fact that it is possible to compensate 4th-order aberrations, sixfold astigmatism A5, and 5th-order spherical aber-

<table>
<thead>
<tr>
<th>Aberration coefficient</th>
<th>Illumination (nm)</th>
<th>Imaging (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defocus C1</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Twofold astigmatism A1</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Threefold astigmatism A2</td>
<td>24</td>
<td>43</td>
</tr>
<tr>
<td>2nd-order coma B2</td>
<td>8</td>
<td>38</td>
</tr>
<tr>
<td>3rd-order spherical aberration C3</td>
<td>-150</td>
<td>-341</td>
</tr>
<tr>
<td>Fourfold astigmatism A3</td>
<td>97</td>
<td>1.0e3</td>
</tr>
<tr>
<td>3rd-order star aberration S3</td>
<td>90</td>
<td>921</td>
</tr>
<tr>
<td>Fivefold astigmatism A4</td>
<td>10.2e3</td>
<td>13.4e3</td>
</tr>
<tr>
<td>4th-order three-lobe aberration D4</td>
<td>7.2e3</td>
<td>3.3e3</td>
</tr>
<tr>
<td>4th-order coma B4</td>
<td>5.5e3</td>
<td>8.0e3</td>
</tr>
<tr>
<td>5th-order spherical aberration C5</td>
<td>508e3</td>
<td>5.1e6</td>
</tr>
<tr>
<td>Sixfold astigmatism A5</td>
<td>220e3</td>
<td>1.4e6</td>
</tr>
<tr>
<td>5th-order rosette aberration R5</td>
<td>24e6</td>
<td>153e3</td>
</tr>
<tr>
<td>5th-order star aberration S5</td>
<td>6.6e6</td>
<td>430e3</td>
</tr>
</tbody>
</table>

*First-order aberrations, C1 and A1, are manually optimized.

*NA = not applicable.
 ration C5 with the improved illumination aberration corrector, but these coefficients, including 3rd-order aberrations, are larger on the imaging side.

In STEM mode, we employ the illumination aberration corrector to reduce the effect of coherent aberrations on the electron probe and to increase the probe convergence angle such that both lateral and depth resolution are improved (van Benthem et al., 2006). The electron probe that provided the highest lateral resolution was obtained by using a semiconvergence angle of 30 mrad, which enabled a probe current of \( \sim 50 \) pA. For this setting, even without employing the monochromator, the chromatic aberration due to an inherent energy spread of \( \sim 0.8 \) eV (FWHM) does not severely affect the probe size. Figure 2 shows a high-angle annular-dark-field (HAADF) STEM image of wurtzite GaN. In this [211] projection, the distance between two nearest Ga atoms is 63 pm (see inset). As seen in the line profile extracted from this image, the 63-pm dumbbell spacing is clearly resolved (Fig. 2c). Note that the N columns are not directly resolved in these images due to their much lower atomic number. However, the line traces show an asymmetry in the shoulder below the peaks that is due to the presence of N. This effect becomes more noticeable at higher S/N levels when images are statistically averaged. In addition, information transfer to below 50 pm is visible in the Fourier transform of this and other STEM images (Fig. 2b,d). Line traces from two such transforms demonstrate peaks at 49 pm (GaN) and 48 pm (Au) (Fig. 2d). (For a discussion of the relationship between information transfer and resolution, see den Dekker & van den Bos, 1997; Van Aert et al., 2006; Peng et al., 2008.)

In the TEM mode, we employ the imaging aberration corrector in combination with the monochromator to reduce the effect of chromatic aberrations on aberration-corrected imaging. The monochromator was set up to obtain an energy spread \( \Delta E \) at the sample of less than 0.2 eV. Figure 3 shows calculated TEM phase contrast transfer functions for the residual aberrations given in Table 1 for a nonmonochromated beam and for a monochromated beam. According to Figure 3, the experimentally measured energy spread should enable an information limit of better than 50 pm, i.e., the information transfer is not impacted by the chromatic aberration, but solely by potential residual instabilities.

The extent of information transfer is often measured in frequency space using Young’s fringes produced by an image shift during exposure. Figure 4 shows the Fourier transforms of high-resolution TEM images of a gold test sample supported on an amorphous carbon film. Without the monochromator, the Young’s fringes extend only to just beyond 70 pm (Fig. 4a). Upon reducing the effect of chromatic aberration by the use of the monochromator, the Young’s fringes are seen to extend beyond the 50-pm limit (red circle) in all directions, demonstrating that this microscope is capable of 50-pm resolution. The experiment indicates that further improvements can be expected from \( C_c \) correction and more accurate control of higher order aberrations, which will be incorporated at a later stage in the project.

For comparison with experiments, multislice image simulations were performed (Cowley & Moodie, 1957), using the MacTempas image simulation program (http://www.totalresolution.com/). Typical TEM simulation parameters included a spherical aberration \( C_s \) of 0.003 nm, a beam divergence of 0.15 mrad, a focus spread of 0.8 nm, a lens aperture radius of 20 nm \(^{-1}\), and a Debye-Waller factor of 0.02 nm\(^2\). No absorption was included. These simulations indicated that the dominant aberrations that affected
image intensities could be modeled approximately by a residual twofold astigmatism of $3.5 \pm 0.8$ nm ($102 \pm 8^\circ$) and a 5th-order spherical aberration coefficient set to 20 nm. In this work we account for the presence of residual twofold astigmatism by a focus error of $\sim 1$ nm with respect to theory. An attenuation factor in the form of mechanical vibrations of 35 pm (peak to peak) was used to eliminate high-frequency Fourier components from the simulations. This factor coincides with the limit for nonlinear information transfer (Bals et al., 2005) in this microscope, which, in the best cases, allowed recording of Au (880) image Fourier components at 36 pm. Residual aberrations, vibrations, and other factors such as the modulation transfer function of the CCD camera can also affect this attenuation. Image focus values were determined by reconstruction of the electron exit-surface wave function (Coene et al., 1992) from a focus series of images. In this process, we control the focus stability in successively recorded images to about 0.2 nm. Reconstruction was followed by exit-wave propagation to extract local focus values close to the areas of interest by maximizing phases in focal steps of 0.1 nm.

**RESULTS AND DISCUSSION**

The demonstrated information transfer represents a major advance beyond the state of the art (Smith, 1997; Kisielowski et al., 2001; Kimoto et al., 2007; Sawada et al., 2007; Hetherington et al., 2008; Lentzen, 2008; Muller et al., 2008; Nellist...
This capability enables new types of experiments that require previously unavailable information transfer, precision, and signal-to-noise to explore depth information from two-dimensional images.

In the STEM mode, depth sectioning can be achieved using a focal series (Borisevich et al., 2006) or confocal electron microscopy (Frigo et al., 2002; Nellist et al., 2008). By exploiting the small focal depth of the microscope, it becomes possible to retrieve detailed structural information from within the crystal volume. Figure 5 shows HAADF STEM images of a gold [111] crystal with the electron beam focused on the crystal surface (Fig. 5a) and defocused by 6 nm (Fig. 5b). An extended crystal defect—a buried Σ3 {112} grain boundary—is visible only if the beam is focused into the crystal. At this specific defocus, the presence of a microfaceted boundary with alternating {112} segments joined at sharp edges becomes clearly apparent (Westmacott et al., 1999). From calculated probe profiles, we estimate a
The black arrows highlight the release of a single atom from interfaces that were triggered by electron-beam excitation. A wealth of structural changes at the nanobridge focus values. Closer inspection of the images reveals a evolution of the crystals recorded over 4.5 s at different focus values. Thus, the four images in Figure 6 show the structural columns attached to a narrow band of a S~3~112 grain boundary in the lower section of the foil (see inset schematic) is revealed only when the probe is focused 6 nm into the sample.

Figure 5. HAADF STEM images of gold [111]: (a) STEM probe focused on sample surface as indicated by the schematic; (b) Σ3 [112] grain boundary in the lower section of the foil (see inset schematic) is revealed only when the probe is focused 6 nm into the sample.

possible depth precision significantly better than 6 nm that is ultimately limited by noise.

The sensitivity achievable in TEM mode is explored further by analyzing the four lattice images of a nanobridge connecting two gold crystals, as shown in Figure 6. The images are part of a 15-member focal series recorded in the TEM mode (1-s exposures) at time intervals Δt = 1.5 s. Thus, the four images in Figure 6 show the structural evolution of the crystals recorded over 4.5 s at different focus values. Closer inspection of the images reveals a wealth of structural changes at the nanobridge/vacuum interfaces that were triggered by electron-beam excitation. The black arrows highlight the release of a single atom from a 2-atom column (Fig. 6a,b) leaving a single atom behind (Fig. 6c,d). The red arrows mark a row of thirteen 2-atom columns attached to a (111) crystal plane that bounds one side of the nanobridge. In a sudden burst, six columns disappear during observation (compare Fig. 6c,d images).

The line profiles from one of these images, shown in Figure 7a, demonstrate that a single gold atom is recorded with a S/N ratio of 10 and attenuates the incoming electron beam by ~25%. Two-atom columns almost double this attenuation—this feature of the gold [110] system allows us to identify single gold atoms independent of any scaling factor in multislice calculations. The signal-to-noise ratio was measured in the vacuum region of Figure 6, with a mean intensity I_mean (typically 2600 counts) and a standard deviation (typically 70 counts). The contrast of atomic columns was then characterized by 1 − I_center/I_mean, where I_center is the intensity minimum in the center of a column measured on a single pixel. Thus, our S/N values are based on single pixel measurements and can be improved by considering, for example, the fitting of a model function to a larger number of pixels around an intensity minimum.

To compare the measured contrast with simulations, the defocus was determined for the entire 15-member focal series by minimizing the deviation of calculated lattice images from a reconstructed exit-surface wave function and the experimental lattice images utilizing a Gerchberg-Saxton algorithm (Hsieh et al., 2004). As shown in Figure 7b, image focus values are stable to within ±0.2 nm. Using the experimentally determined errors in contrast and defocus, we can make quantitative comparisons with extensive image simulations as described in the Methods section. Figure 7c shows the calculated image contrast for one atom (lower band) or two atoms (upper band) as a function of defocus or Z-height. In this graph, the experimentally measured contrast from a specific atomic column (black arrow in the four members of the focal series shown in Fig. 6) is shown as four data points (labeled a–c). While the first two data points (a,b) lie in the 2-atom band, the last two data points (c,d) have moved to the 1-atom band. This shows that the loss of one atom between images b and c in the focal series is measurable (see arrow), demonstrating single-atom sensitivity.

Figure 7c further illustrates that in the appropriate range the contrast can be highly sensitive to atomic position in the Z-direction (see the effect of a 0.6-nm change in Z-height indicated by red lines in the 2-atom band). This suggests the potential for using measured image contrast to understand changes in the number or position of atoms in an individual atomic column from single plan-view images, a capability that can be exploited to measure the three-dimensional (3D) dynamic behavior of atoms or atomic columns (Kisielowski, C., Specht, P., Freitag, B., & Erni, R., forthcoming).

The opposite side of the nanobridge displays thirteen 2-atom columns attached to a narrow (111) crystal facet that is only about 1 nm tall (see red arrows). Figure 6d
shows that six columns have disappeared under the influence of the electron beam. The origin of this process can be correlated with contrast details related to their relative Z-position, explored in detail elsewhere.

Other interesting physical processes are observable in these images, such as the rearrangement of atomic columns at the intersection of a dissociated grain boundary with the crystal surface (turquoise arrows), as well as the propagation of atomic steps on facets (not shown). Although these features are not addressed here, it is clear that the improved capabilities of the new microscope will enable direct atomic-level observation of phenomena such as crystal growth in three dimensions.

**CONCLUSIONS**

We have reported the successful construction and initial operation of an aberration-corrected STEM/TEM electron microscope with the potential for investigating crystal structures with a lateral resolution of 50 pm. In STEM mode, we have exploited its capability to resolve a lateral Ga atomic column spacing of 63 pm and to detect the presence of a buried $\Sigma 3 \{112\}$ grain boundary in a plan-view configuration. In TEM mode, we utilized the instrument's extraordinary $S/N$ ratio to identify single gold atoms and to study the time evolution of atom configurations at a nanobridge/

---

**Figure 6.** Four sequentially recorded TEM lattice images of gold [110] nanobridge connecting two grains that are rotated relative to each other by 90° around [110] axis. The four images shown are part of a 15-member focal series, recorded in time intervals of 1.5 s. Black arrows: (a,b) 2-atom column and (c,d) single atom. Red arrows: thirteen 2-atom columns, some of which disappear in d. Turquoise arrows: Rearrangement of atom columns at the intersection of a dissociated grain boundary with the surface. The focus difference on both sides of the bridge is negligible because the film was grown onto a flat single crystal substrate.
The new capabilities demonstrated in this report open a path toward atomic-resolution 3D tomography, which is one of the greatest challenges for electron microscopy and a key subject for future research in nanoscience and nanotechnology.
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