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1. Introduction
In all fields of materials science there is strong motivation to understand the microscopic
origin of macroscopic properties.  None more so than in high-Tc materials.  Not only is the
pairing mechanism in the perfect materials still under debate, but due to the short
coherence length, defects and interfaces represent strong perturbations.  The prime
example of the sensitivity is the several orders of magnitude decrease in critical current
across a grain boundary as the grain misorientation increases from 0 – 45˚[1].  It is not
only the scientific motivation for understanding the atomic origins of such an enormous
effect.  Without fundamental understanding, the only viable strategy is elimination of
defects through texturing of films to eliminate high angle grain boundaries.  If the origin of
the non-superconducting zones at the grain boundaries was understood, new technological
avenues to overcome the problem might open up.

Stoichiometry was ruled out relatively early as the only cause of poor grain boundary
critical currents[2].  Despite being prime sites for segregation of excess constituent species
and impurities, electron microscopy studies revealed that clean boundaries could easily be
grown, but still showed poor critical current performance.  Boundaries are also rapid
diffusion pathways, and it has also been suggested that oxygen outdiffusion could be
responsible.  However, attempts to oxidize grain boundaries failed to raise the critical
current over an intrinsic limit, which is strongly dependent on misorientation[3].  We are
forced to conclude that this limit is due to the intrinsic structure of the clean boundary, and
non-stoichiometry or oxygen deficiency only leads to further reductions.



Here we present an atomistic description of the phenomenon that shows how the
exponential reduction in critical current with misorientation arises.  We present atomic
models of the grain boundary structure, and link local atom configurations to local Tc
through bond-valence-sums.  Without a full microscopic understanding of the pairing
mechanism in bulk it is obviously not feasible to describe the boundary in a sophisticated
manner, but the empirical correlation of the bond-valence sum does indeed confirm the
structural origin of the effect.  We stress that by “structural origin” we mean that the effect
originates in the altered bond lengths and angles at the grain boundary.  Of course, such
changes immediately affect the electronic structure.  Indeed, it is inconceivable that the
delicate hybridization necessary for superconductivity could be maintained under the large
structural perturbations present near the grain boundary core, as pointed out by
Halbritter[4].

The outline of this chapter is as follows.  We begin by reviewing continuum elasticity
models of grain boundaries, and point out that with a simple stress criterion to delineate the
“bad” region at the boundary, critical currents should first decrease but then increase with
increasing misorientation, contrary to the exponential decrease observed experimentally.
We then discuss the structural unit model of the grain boundary structure, which allows for
different dislocation cores in different angular regimes, and present actual core structures
for the model perovskite SrTiO3.  We then demonstrate that the same dislocation core
structures are present in YBCO, and deduce the critical current behavior through the use of
bond valence sums.  Bond valence sum analysis was successful originally not only in
explaining the doping mechanism, the transfer of holes from the charge reservoir layers to
the superconducting planes[5], but also the detailed variation of Tc with oxygen content[6].
Here, we show that the same analysis quantitatively explains the exponential decrease in
critical current with misorientation.

2. Continuum Elasticity Modeling of Grain Boundaries
The elastic solutions for edge and screw type dislocations have been known since the early
part of the 20th century, long predating the observation of dislocations in the electron
microscope.  In a symmetric tilt grain boundary, edge dislocations are arranged in a
periodic array as shown in Fig. 1.  The dislocation spacing D along the grain boundary
plane is related to the misorientation angle θ by

D =
b

2sin(θ / 2)
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In isotropic elasticity, the displacements are given by[7,8]
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where b is the Burgers vector (in the x direction) and υ is Poisson’s ratio.  Using the
typical value of υ =1/3, the strain components are given by the derivatives,



Fig. 1.  Two possible dislocation arrangements in a symmetric tilt grain
boundary.  In both cases, planes from each grain terminate at the grain boundary
in a dislocation core.  In (a) microscopic symmetry is maintained and the Burgers
vector of the grain boundary dislocations corresponds to two terminating planes.
In (b), the Burgers vectors are half those in (a), and the cores alternately
terminate planes from each grain giving rise to symmetry breaking, a
microscopic facetting of the boundary plane.
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Assuming linear elasticity, the strain field of the boundary is obtained simply by
summing the strains from each dislocation in the array.  Using reduced dimensions, a
single plot is obtained for all tilt angles, as shown in Fig 2a.

2.1.  Low angle behavior
In low angle boundaries the dislocations are spaced far apart, and the earliest model

for the critical current reduction assumed the boundary plane to be split into two regions,
superconducting between the cores and non-superconducting near the cores[2].  No attempt
was made to match the two regions in a continuous manner, and no change in
superconducting properties was assumed for the channels between the cores.  The “bad”
region is modeled as ellipsoidal, as shown in Fig. 2b, and the reduced critical current arises



Figure 2.  (a) Contour plot of the εxx component of the strain field around a
symmetric grain boundary, in reduced dimensions, X = x/D, Y = y/D, where the
dislocation spacing D is in units of the lattice parameter, a, and the Burgers
vector b = a[1,0,0]. (b) Geometric model for the reduction in critical current for a
low angle boundary.

purely from the geometric reduction in superconducting area across the boundary plane.  If
we assume the size of the non-superconducting zone to be independent of angle, the ratio
of grain boundary critical current J c

GB to that of the grain J c
G is predicted to show a linear

decrease for small misorientation angles,

J c
GB

Jc
G = 1 −

2rm

D
(7)

Figure 3.  Plots showing the regions bounded by 1% strains for grain boundaries
of (a) 5.7˚ tilt and (b) 11.5˚ tilt.  Dashed lines show conducting plates.  Axes are
in units of lattice parameter.



where rm is the radius of the non-superconducting region along the boundary.  For rm = 3b,
reasonable agreement is found with the experimentally observed decrease in critical
current up to a misorientation of 10˚, at which point the non-superconducting zones
become less than a lattice parameter apart and obviously the model is no longer applicable.
Above this misorientation, the non-superconducting region is essentially continuous and
current must cross the boundary by tunneling.  Experimentally, a transition from strong to
weak coupling is indeed seen at around 10˚ misorientation[9].

Elasticity calculations confirm this general picture and show the radius of the bad
region corresponds approximately to a criterion of 1% strain, which seems reasonable
considering this is the difference between the tetragonal and orthorhombic cells of YBCO.
Figure 3 show 1% strain contours for grain boundaries of D = 10 (5.7˚) and D = 5 (11.5˚).
rm is not quite constant, reducing from 3.5 at 5.7˚ to 2 at 11.5˚, with a corresponding
reduction in channel width from 3 to 1.

More sophisticated models based on a strain criterion have since been developed.
Gurevitch and Pashitskii[10] use the experimentally observed strain dependence of Tc to
plot the contours where Tc extrapolates to zero.  If the extrapolation is valid over such a
large range, this should give a more accurate plot of the non-superconducting zone.
Meilikhov[11] has extended the linear elasticity modeling to asymmetric boundaries,
which are known to be a better approximation to the boundaries measured in practice, even
those grown on symmetric bicrystal substrates, as shown later.  Also, a much more
sophisticated treatment of the superconducting behavior has been given by Agassi[12],
predicting an exponential decay in the low angle regime. Gurevitch and Pashitskii[10] have
also reproduced the exponential drop in critical currents theoretically for angles up to ~
25˚.  Unfortunately, these models fail for higher misorientation angles.  In this regime, we
are no longer concerned with conducting channels; the entire boundary plane acts as a
Josephson junction.  We are therefore concerned with the extent of the strain fields
perpendicular to the boundary plane.  This defines the width of the tunneling barrier that
limits the critical current.

2.2. High angle behavior
We see immediately see that a simple strain criterion cannot explain the

experimentally observed exponential decrease in critical current.  This would imply that
the junction width should increase with increasing misorientation, whereas the extent of
the strain fields continuously decreases as the dislocation cores move closer together.  This
behavior is well known, and can be seen explicitly in the plots of Fig. 3.  The extent of the
strain fields away from the boundary plane is of the order of the dislocation spacing D,
which decreases with increasing angle (Eq. 1).

This essential characteristic is unchanged if the boundary plane rotates away from the
symmetric orientation.  Because of the macroscopic symmetry breaking, two types of
dislocation are now required to form the boundary, as shown in Fig. 4, and their spacing
becomes quasiperiodic[13], but overall the strain fields still collapse towards the boundary
as the misorientation increases.  We need to turn to an atomistic description of grain
boundary structure.

3.  Structural Unit Description of Grain Boundary Structure
It is clear that so-called special misorientations exist for which the boundary plane is a

low index plane of the crystal, eg a {210} or {310} plane in the case of [001] tilt
boundaries.  These occur for misorientations of 53.1˚ and 36.9˚ respectively, and the period
of the grain boundary structure is correspondingly short, √ 5 or √10 times the lattice



parameter.  In the structural unit model, these short period structures form the fundamental
units from which other longer period boundaries are constructed[14].  A {520} (43.6˚)
boundary would comprise an alternating sequence of {210} and {310} units for example,
and a {730} (46.4˚) boundary would be a sequence of two {210} units and one {310} unit.
In this way any desired intermediate angle boundary can be constructed.  Smaller angle
boundaries can be constructed by inserting perfect crystal spacer units, for example a
{410} boundary would comprise {310} units spaced by one crystal unit cell, a {510}
boundary would have two spacer units, and so on.  Thus we see that the structural unit
model is an atomistic representation of the dislocation model of grain boundaries, and the
structural units are none other than dislocation cores.

Figure 4.  In the symmetric case (a) the boundary forms a mirror plane and
comprises one set of dislocations as shown.  The perpendicular planes are
continuous across the boundary.  This is no longer the case in (b), where the
boundary plane has been rotated into the asymmetric configuration.  Two sets of
dislocations are required: the dislocations of the left hand grain now have a
component along the boundary plane, which must be cancelled by the second set
of dislocations.

3.1.  SrTiO3

Observations of [001] tilt grain boundaries in SrTiO3 have shown that all grain
boundaries, both symmetric and asymmetric, are well described by the structural unit
model[15,16].  Only four basic units are needed, as shown in Fig. 5, comprising [100] and
[110] dislocation cores centered on either cation sublattice.  These are spaced by perfect
crystal unit cells or fragments.

An important feature of all the dislocation cores is the presence of half-occupied
cation columns.  We will find that the grain boundary structures overall will be
stoichiometric, and therefore neutral, and the pairs of half-occupied columns can be
regarded as a grain boundary reconstruction analagous to a surface reconstruction.  Each
pair of half-occupied columns can be regarded as a single buckled column with double



periodicity along the tilt axis, a 2 Χ 1 reconstruction of the grain boundary plane.  The
evident function is to avoid like ion repulsion, a classic issue in ionic grain boundaries.

Figure 5.  Structural units for [001] tilt grain boundaries in SrTiO3 comprising
dislocation cores on the two metal cation sublattices and perfect crystal unit cells
or fragments which are used as spacer units.

The evidence for these units comes from extensive Z-contrast scanning transmission
electron microscopy (STEM) studies of bicrystal grain boundaries.  Figure 6 shows an
image of a 24˚ grain boundary with the derived atomic structure[17].  The image has been
inverted by a maximum entropy technique to determine the most likely atomic
positions[18].  This is possible because the Z-contrast image is incoherent, given by a
convolution of the intensity distribution in the microscope probe and the atomic scattering
cross sections[19].  Reconvolution of this object function with a small Gaussian gives the
reconstructed image in Fig. 6c.  It is clear that the cores of the dislocations contain pairs of
columns both apparently on the same sublattice, even though they are less than 2 Å apart in
some cases.  It is inconceivable for two like ions to be so close, but the Z-contrast image
shows clearly that scattering centers exist under each half of the pair.  The simplest
explanation is that each column is half-occupied, and indeed the image intensity is reduced
from that of the perfect crystal columns, consistent with half the number of atoms.  These
should not be thought of as vacancies however, as they cannot be occupied because of the
repulsion for the ion in the opposite half column.  They are best thought of as reconstructed
dislocation cores, as shown schematically in Fig. 7.  Theoretical calculations have
confirmed that such reconstructions are stable and of lower energy[20].



Figure 6.  (a) Z-Contrast image of a 24˚ [001] tilt grain boundary in SrTiO3, with
(b) maximum entropy object function, (c) reconstructed image and (d) derived
atomic structure.

The two units marked with crosses in Fig. 6 appear to have Ti columns missing from
the cores.  This is the only evidence of non-stoichiometry found so far.  In all these
structures the oxygen positions were determined using electron energy loss spectroscopy
(EELS) and bond valence sum analysis.  EELS fine structure is sensitive to the atomic
environment, able to distinguish easily between tetrahedral and octahedral coordination for
example[21].  In the STEM, Z-contrast imaging and EELS may be performed
simultaneously, allowing atomic resolution spectroscopy to be performed[22].  With the
probe placed on the grain boundary plane, only small changes in EELS fine structure were
observed, indicating octahedral coordination was largely maintained[23.  The oxygen
atoms were therefore placed in positions close to those of the bulk, and refined using bond
valence sums, as described for the YBCO boundaries later.
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Figure 7.  Sections through the SrO and TiO2 planes in SrTiO3 showing the
reconstructed columns in the cores of the grain boundary dislocations.  Note the
stretched Ti – O distance along the core of the B# unit.  This is the reason the B#
unit has a strong effect on superconductivity in YBCO.

The 24˚ boundary shown in Fig 6 is close to a {920} boundary (25.1˚) and does
indeed consist of the alternating sequences for a {410} boundary, ABAB’, and a {510}
boundary, ABAAB’ over long distances.  Here B and B’ denote units that represent
dislocation cores terminating planes from the upper and lower grains respectively.  From
the experimental observations we can construct the structure of the {410} boundary shown
in Fig. 8, where the dislocation structure of the boundary is indicated.  It is seen that this
corresponds to the tilt boundary structure of Fig 1b.

It is also possible to omit every other spacer and generate a structure for the {310}
boundary, as shown in Fig. 9a.  However the image in Fig. 10 shows that a transformation
occurs to the structure of Fig 9b; instead of maintaining the microfacetted boundary plane,
dislocation cores are introduced on the Ti sublattice to maintain a more symmetric
boundary plane.  Such a structure has an equal spacing of dislocations and a lower elastic
energy.  Nevertheless, the boundary is not perfectly symmetric; it maintains a translation
(rigid shift parallel to the boundary) of a/√10 [310].

Figure 11 shows a similar configuration of alternating Ti and Sr cores in a 15˚ tilt
boundary.  It would appear that the core energy of the Sr core is close to that of the Ti core,
and the choice of alternating units or microfacetting is based on quite subtle energy
considerations.

Once the fundamental structural units are known, it is possible to generate structures
for all boundaries in this way, based on the concept of continuity of boundary structure.  In
this scheme, the structural unit sequences change smoothly with grain boundary
misorientation.  A sequence can be generated for any desired misorientation by vectorial
addition of the grain boundary plane, as for the {920} example above.  Alternatively a
graphical method can be used, called the strip method, which has the advantage that it can
be simply extended to asymmetric boundaries.
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Figure 8.  Structure model for the {410} symmetric grain boundary in SrTiO3.

Figure 9.  Transformation from a microfacetted {310} boundary plane (a) to a
more symmetric boundary plane (b) by the introduction of B# structural units.



Figure 10.  Z-contrast image and derived atomic structure of the {310} 36.9˚
symmetric [001] tilt grain boundary in SrTiO3.

Figure 11.  Alternating B and B# structural units at a 15˚ symmetric tilt grain
boundary in SrTiO3, (a) raw image, (b) maximum entropy reconstruction.



Table 1.  Structural unit sequences for symmetric [001] tilt grain boundaries in
SrTiO3, based on continuity of boundary structure and equal core spacing.

In the case of SrTiO3, we have the additional possibility of alternative B-type units, B
or B#, which represents an extra degree of freedom that cannot be predicted from
continuity of boundary structure alone.  In table 1, we have replaced B’ units and one
adjacent A spacer by the sequence  when it results in a more uniform spacing of

cores.
There are also other possibilities that are not considered in constructing table 1, for

example, the boundary may not remain symmetric even at the macroscopic level.  Figure
12 shows a symmetric 45˚ bicrystal grain boundary that has facetted into small asymmetric
segments.  This is a particularly favorable case, as the facetting allows both grains to be
terminated by low index {110} and {100} planes, which evidently saves sufficient energy
to compensate for the ~40% increase in grain boundary length.  The structure determined
for this boundary comprises a sequence of B# and C# units, as shown in the schematic.



Figure 12.  Z-contrast image (a) and maximum entropy reconstruction (b) of a
45˚ grain boundary in SrTiO3, with derived atomic structure (c).

Figure 13.  Structure of an asymmetric segment in the 24˚ SrTiO3 grain
boundary.



The structure determined for an asymmetric facet in the 24˚ boundary is shown in Fig.
13 and comprises B# units and spacer A units.  No examples have yet been found of Sr
cores in asymmetric grain boundaries.  These two structures in fact provide sufficient
information to determine the structure of all asymmetric [001] tilt boundaries, assuming
continuity of boundary structure, since misorientations above 45˚ are equivalent to those
less than 45˚ by symmetry.  (Note this is not the case for the symmetric boundaries, where
each grain must rotate to 45˚, a total misorientation of 90˚, before each grain is terminated
by a {110} plane and the boundary is eliminated, as in Table 1).  Because the period of the
boundary plane is an irrational number of lattice spacings, it never matches the perfect
lattice of the unrotated crystal, and so asymmetric boundaries are quasiperiodic.
Sequences can be derived by an extension of the strip method, see ref. 14 for details, as
shown in Table 2.
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Table 2.  Unit sequences determined for asymmetric grain boundaries by applying
the strip method in two stages, first for generic [110] structural units G, which are
subsequently converted to either B# or C units to give the correct overall ratio of
the two.  The [110] boundary has no spacer units and can be determined in a
single step.  See ref. 14 for details.

3.2 YBCO
It might be expected that looking down the c-axis of the tripled perovskite unit cell of

YBCO, dislocation cores might take the same form as in SrTiO3, and this is indeed found
to be the case.  Figure 14 shows a plan view Z-contrast image of a 12˚ grain boundary in a
biaxially-textured film grown on Ni by laser ablation[24].  It is immediately clear that the
cores have the same form as the B and B# cores of SrTiO3, and again both cores coexist to
maintain a more uniform spacing.

In the case of YBCO grain boundaries grown on SrTiO3 bicrystals, it is well-known
that the boundary plane tends to meander.  This reflects the fact that the growth
temperatures are much lower than those used to grow the bicrystal itself, and so the
microstructure has less chance to form the lowest energy structure.  The waviness reflects
the process of nucleation and coalescence of grains, and makes it very difficult to obtain
clear projections of the structure in the microscope.  A low magnification view of a wavy
grain boundary is shown in Fig. 15, where the projected width of the grain boundary is
seen to change dramatically across the field of view.

Occasionally, in thin regions, a good projection can be achieved, for example, the plan
view image of a 20˚ boundary in Fig. 16.  The structure is seen to be precisely what we
would expect for SrTiO3, including the alternating B and B# units.



Figure 14.  Plan view Z-contrast image of a biaxially-textured film of YBCO
grown on Ni by laser ablation.  Bright spots are Y/Ba columns, less bright are Cu
columns.  The 12˚ grain boundary comprises cores centered on both sublattices,
with the same reconstruction as the B and B# cores in SrTiO3.

Figure 15.  Low magnification Z-contrast image of a wavy 24˚ grain boundary in
YBCO grown on a SrTiO3 bicrystal substrate.



Figure 16.  Plan view Z-contrast image of a 15˚ grain boundary in a YBCO film
grown on a SrTiO3 bicrystal by laser ablation, showing the same structural units
as in SrTiO3.

A Z-contrast image of a 30˚ grain boundary is shown in Fig. 17, together with its
maximum entropy object function[25].  The c-axes of the two grains are not perfectly
parallel, due to a slight mistilt between the two halves of the bicrystal, and the contrast is
reduced, making it difficult to locate the Cu columns.  Nevertheless, the structure is clear
from the arrangement of the Y/Ba columns, as seen in the maximum entropy
reconstruction.  Not only the type of units, but the precise sequence observed
experimentally, is consistent with that expected for a {740} (29.7˚) asymmetric grain
boundary in SrTiO3.

It is clear from these observations that the YBCO grain boundary structures follow the
same rules of construction as boundaries in SrTiO3, just that the geometry is more
complicated because of the non-equilibrium growth process.  Most of the length of the
YBCO grain boundaries are therefore in an asymmetric configuration, with a high density
of steps to accommodate the waviness.  Nevertheless, as the boundary plane meanders
back and forth it is clear that small regions will occasionally be in the symmetric
orientation, and an example from the 30˚ boundary is shown in Fig. 18.  Small regions
such as this may have a dominant effect on transport in the high angle regime if they
locally reduce the width of the grain boundary Josephson junction, as discussed in the
following section.

half occupied Sr half occupied TiTiSr



Figure 17.  Z-contrast image (a) and maximum entropy object (b) of a 30˚ grain
boundary in YBCO, showing the same units and sequence as SrTiO3.

Figure 18.  Region of the 30˚ boundary showing a small symmetric segment.

4.  Modeling of Grain Boundary Critical Current

4.1.  Bond Valence Sum Analysis
Although the pairing mechanism in the high Tc superconductors is still actively

debated, several facts are clearly established:  Superconductivity takes place in the CuO2
planes, the band responsible for the conduction involves strong hybridization between Cu
3d and O 2p states, and Tc depends on the charge dumped into these planes from the so-
called charge reservoir layers.  A detailed description of this doping mechanism in YBCO
was developed very early, using the principles of crystal chemistry to determine the
distribution of charge carriers within the unit cell.  Cava, for example, showed that the Cu
valence in the CuO2 planes showed the same two plateau behavior with oxygen deficiency
as did Tc[5].  It was the detailed correlation of Tc with bond lengths determined by neutron
and X-ray diffraction that allowed the complex charge transfer processes to be determined,
as described by Brown[6].  He shows that YBa2Cu3O7-x is a highly constrained structure



close to instability at each end of the series, a ferroelectric instability at x = 0 and a
ferroelastic instability at x=1.  Treating the variable Cu valence by linear interpolation, he
shows the variation in valence at the Cu1 sites (CuO chain reservoir layers) and Cu2 sites
(CuO2 planes) shown in Fig. 19.  Thus the bond valence analysis provides a quantitative
microscopic description of the charge redistribution within the unit cell, sufficiently
accurate to correlate with Tc.  It confirms the view that Tc is directly determined by the
carrier concentration in the CuO2 planes.  We shall use the same analysis to determine the
carrier concentration in the strained region around the high angle grain boundaries.

Figure 19.  Valence at the Cu sites in YBa2Cu3O7-x as a function of x, as
calculated by Brown[6].

The success of the method is rather remarkable given its simple basis.  The bond
valence, s, is calculated directly from measured bond lengths using the equation

s = exp Ro − R
B

 
 

 
 (8)

where R is the observed bond length, and Ro and B are constants tabulated for many
different bond types, and, in the case of atoms with variable valence, different oxidation
states[26].  For most inorganic compounds the bond valence lies within 0.1 of the atom’s
formal valence.  The bond valence sum is related to the Born-Mayer interatomic potential,
and, as pointed out by Jansen and Block[27,28], is a transferable potential only at the
equilibrium configuration.  Thus it is valid to predict the stabilities of various structures as
long as bond lengths are close to those used to construct the parameters, but it cannot be
inverted to predict the energy of arbitrary configurations.  Thus we must be careful not to
over-interpret the bond valence sum in a highly strained region such as a grain boundary.
We will use the bond valence sum only to determine the width of the region showing
perturbed valence around the boundary, not to interpret the actual values at the grain
boundary plane.
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Taking the cation positions for the 30˚ boundary determined by the maximum entropy
analysis, the oxygen coordinates were relaxed until the valences at the Y, Ba and O sites
were within 10% of their values in undistorted YBCO.  The valence of the Cu atoms is a
variable during this process, and the final value for each site is plotted against its distance
from the geometric boundary plane in Fig. 20.  It is clear that the dislocation cores are a
very strong perturbation on the charge distribution, and because bond lengths are expanded
at the boundary, the Cu valence is reduced.  Obviously this boundary will represent a
Josephson junction, as nowhere along the boundary plane is the Cu valence sufficient to
maintain superconductivity.  The width of the non-superconducting region fluctuates along
the boundary, as shown in the schematic map shown in Fig. 21.

Figure 20.  Plot of Cu1 valence across the 30˚ grain boundary shown in Fig. 17.

Figure 21.  Map showing the distribution of Cu1 valence at the 30˚ grain
boundary shown in Fig. 17.
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It is important to realize the significance of the fact that the predominant structural
unit at the asymmetric boundaries is the B# unit.  This is possibly the key reason that grain
boundaries in YBCO have such a strong influence on critical current.  The reconstruction
drastically lengthens the Cu1 – O4 distance along the core, as seen in Fig. 7, with a
dramatic change in Cu valence.  In contrast, the B units, with reconstructed Y/Ba columns,
have practically no influence on the valence of Cu atoms adjacent to the core.  This is
demonstrated by valence profiles across two dislocation cores in the low angle grain
boundary of Fig. 22, obtained by the same bond valence analysis.

Figure 22.  Z-contrast image of B and B# dislocation cores in a biaxially textured
YBCO film with profiles of Cu valence.  B# cores contain stretched Cu1 – O4 bonds along
the core and therefore show a strongly perturbed Cu valence (solid lines).  B cores involve
reconstructed Y/Ba columns and have little effect on the Cu1 – O4 bonds in nearby
columns(dashed lines).

Electron energy loss studies have indeed shown that asymmetric boundaries always
show strong hole depletion. B# units are present at a reduced density in symmetric high
angle boundaries, and indeed no hole depletion zone was detected by EELS[29].  This
could also be the reason for reports of strong coupling observed at some bulk grown high-
angle grain boundaries[30].  Because of the higher growth temperature, the boundary
would tend to meander less and could contain a much greater fraction of symmetric
boundary containing fewer B# units.

Transport measurements across individual bicrystal grain boundaries grown by laser
ablation have also shown some effects suggestive of a small fraction of strong links[31].
Figure 23 shows plots of the voltage developed across a 1 cm wide, 24˚ boundary as a
function of current in magnetic fields varying from 117 Gauss to 3 Tesla.  A linear
differential ohmic behavior is found which suggests the presence of a small fraction of
strong links, as shown schematically in Fig. 24a.  These strong links could carry the same
current as the grains, the case assumed for the simulated V(I) characteristics shown in Fig.
24b.  Alternatively, the strong links could be just Josephson junctions that are just more
strongly coupled than the rest of the grain boundary, in which case the fraction of strong
links would be correspondingly higher.
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Figure 23.  V(I) curves measured across a 24˚ bicrystal grain boundary in various
magnetic fields. The small critical current arises from the strong links, the linear
differential resistivity regime represents the grain boundary resistance, and the
rapid rise at high current densities is due to the properties of the grains.
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Figure 24.  Model for the grain boundary comprising equally sized and spaced
dislocation cores separated by a very small fraction of strong links (a). The
simulated V(I) curve (b) exhibits qualitatively similar behavior to the
experimental data in Fig. 23, for a fraction of strong links x = 0.005 and the same
critical current field dependence observed for the grains.



Now that we have shown grain boundaries in YBCO are constructed from the same
units and in the same way as grain boundaries in SrTiO3, structure models for any desired
grain boundary in YBCO can be constructed following the rules established in the previous
section for SrTiO3.  Given that the majority of the grain boundary plane in YBCO is in the
asymmetric geometry, a series of model structures were constructed for several other
misorientations[25].  For all boundaries, the bond valence analysis predicts a significant
reduction in Cu1 valence, as shown in the profiles of Fig. 25.  It is also clear that the width
of the perturbed zone does indeed increase with misorientation angle, as needed to explain
the exponential reduction in observed critical current.  The bond valence analysis appears
to have succeeded in capturing the essential characteristics of the carrier redistribution
occurring in the vicinity of the grain boundary.

Figure 25.  Cu1 valence across 45˚, 33.7˚, 26.6˚, 18.4˚ and 11.4˚ asymmetric
grain boundaries in YBCO ({110}, {320}, {210}, {310} and {510} boundary
planes), showing the width of the perturbed Cu valence increases with increasing
misorientation.

Each valence could in principle be converted to a local Tc, but to compare to a simple
square well Josephson model of the grain boundary we define an effective well width by
drawing a horizontal line on Fig. 25 at a chosen Cu1 valence.  For a choice of 1.7, where Tc
becomes zero in the bulk, the resulting grain boundary widths as a function of angle are
shown in Fig. 26, and are seen to increase quite linearly.  This naturally accounts for the
recent observations of a linearly increasing normal state resistance with misorientation[32],
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while in the superconducting state, tunneling across this barrier explains the observed
exponential reduction in critical current, as shown in Fig. 27.  The precise choice of the
Cu1 valence affects the slope of the plot, but in view of the simplicity of the square well
model, the fit is very reasonable.

Figure 26.  Grain boundary width as a function of misorientation angle obtained
from Fig. 25 by assuming the non-superconducting zone to be defined by a Cu1
valence less than 1.7.

The grain boundary barrier widths obtained from the bond valence analysis are on the
nm length scale, which is comparable to the low temperature coherence length and
consistent with the observed strong influence on the critical current.  The small width also
explains the large variability typically seen in experimental data; we have assumed all the
oxygen sites are filled and ordered, as in the fully oxygenated superconductor.  In practice,
the grain boundary plane represents a rapid diffusion path for oxygen outdiffusion, and
barrier widths may therefore be increased from those we calculate, which should be
regarded as the intrinsic structural limit.  Even a small increase in barrier width, because of
the exponential dependence of the tunneling current, will have a large effect on the
measured critical current.

Several other factors are also likely to affect the critical current.  Most obvious is the
concern for non-stoichiometry and oxygen depletion, which occur preferentially at grain
boundaries and lead to scatter in experimental data.  In addition, increase the flux pinning
has been observed at boundaries containing periodic facets, at fields where the density of
vortices matches the periodicity of the facets[33].  Also, the d-wave character of the
superconducting order parameter will give a geometric reduction in overlap with angle, as
shown in Fig. 27 for the case of a facetted grain boundary[34].
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Figure 27.  Predicted exponential decrease in critical current vs. misorientation
for tunneling across grain boundary barriers, calculated using Jc ∝ exp( – 2!κ!∆)
with κ = 7.7 nm-1.  Grain boundary widths ∆ were obtained from the profiles in
Fig 25 assuming the non-superconducting zone defined by a Cu1 valence less
than 1.7 and 1.5.  Experimental data are taken from Ref. 32.  Also shown is the
predicted decrease due to a d-wave symmetry of the order parameter[34], and for
the model of Gurevitch and Pashitskii[10].

4.2.  Discussion and comparison to other models.
Electrically active grain boundaries are well known in many electroceramic materials

including ZnO and SrTiO3, where they are the basis for useful devices such as varistors,
positive temperature coefficient resistors, and capacitors.  The description of the electrical
characteristics is universally based on a double Schottky barrier model for the grain
boundary junction, where a sheet of grain boundary charge sets up depletion zones either
side of the boundary[35].  Such a model fits well to experimental data, but as yet there is
no atomistic description of the origin of the postulated grain boundary charge.  Usually it is
assumed that the charge originates in trap states in the boundary, either due to impurities or
the segregation of point defects.  Mannhart and coworkers have pointed out that similar
effects are to be expected in the high Tc superconductors[32].  Because Thomas-Fermi
screening lengths are of the order of 0.5 – 1 nm, comparable to the superconducting
coherence lengths, such effects are therefore expected to have a strong effect on grain
boundary critical current.
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At present, however, it is not clear how to arrive at a meaningful grain boundary
charge.  Gurevitch and Pashitskii[10] point out that just the change in mean ionic density at
the boundary can cause a small but significant shift in chemical potential.  Using linear
elasticity to calculate the reduced ionic density, they calculate a critical current dependence
on misorientation which does indeed show an almost exponential dependence up to 20-30˚.
However, it fails in the high angle regime as shown by the plot in Fig. 27.  One could for
example directly associate a specific charge to our structural units, which would then result
in an almost linear increase in charge per unit length with increasing misorientation[36].
To compensate for this increasing charge the depletion zone adjacent to the boundary will
increase in width linearly with misorientation, just as required to account for the
experimental data.  However, the physical basis for such an assignment of charge is not
clear at present.

The Schottky barrier (band-bending) model represents an electrostatic continuum
description of the hole depletion near the boundary plane, but must assume a grain
boundary charge whose origin is presently unknown.  Calculations for SrTiO3 show that
the intrinsic grain boundary structure, in the absence of impurities or vacancies, is neutral,
and there are no localized trap states in the gap.  In the case of the high Tc superconductors,
it has been established that impurities and non-stoichiometry are not necessary for the
observed exponential reduction in critical currents.  Therefore we expect that the situation
is analagous to the case of the model SrTiO3 calculation, that is, the intrinsic structure is
neutral, and there is no band bending at the boundary.

A sheet of charge requires a change in grain boundary stoichiometry, for example
through the segregation of impurities of different valence or of intrinsic point defects.  If
the vacancy or interstitial formation energy in the distorted structure of the dislocation
cores was different from the bulk, the equilibrium point defect concentrations at the
boundary plane would be different, ie., the stoichiometry would indeed be changed and a
sheet of charge would result.  However, it seems doubtful that a sufficient point defect
concentration can arise in this way.  To account for the barrier of ~ 0.1 V estimated by
Mannhart and Hilgenkamp requires a concentration of donor states in the grain boundary
plane of 1014 cm-2, which, depending on the species, corresponds to an atomic
concentration of 5-10 %.  Although calculations have yet to be performed, this appears
excessive.  At present, the picture presented from the bond valence analysis appears more
likely, as it requires only stoichiometric boundaries.  The bond valence analysis of the
perfect crystal structure can account quantitatively for the transfer of charge from the
reservoir planes to the CuO2 superconducting planes[5,6].  In the distorted region of the
grain boundary, this mechanism is shut down.  The change from superconducting to
insulating behavior is purely the result of the strained bonds and no segregation of
impurities or point defects is required.  The microscopic picture is therefore similar to that
proposed by Halbritter[4], who pointed out the delicate nature of the copper 3d – oxygen
2p hybridization necessary for superconductivity.  By using the known structures for the
grain boundaries, the bond valence analysis is able to predict the linearly increasing barrier
width with grain boundary misorientation, which naturally explains the linearly increasing
normal state resistance and the exponential reduction in superconducting critical currents
observed experimentally.
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