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Introduction

Interest in semiconductor grain
boundaries relates to the development of
polycrystalline materials for photo-
voltaics and integrated-circuit intercon-
nects. Although these structures are
responsible for deleterious electrical ef-
fects, there are few experimental tech-
niques available to study them at the
required atomic scale. Therefore models
of the physical processes occurring at
grain boundaries have necessarily taken
a macroscopic approach. Fortunately re-
cent developments have resulted in tools
that provide unprecedented glimpses
into these interfaces and that will allow
us to address anew the connection be-
tween grain-boundary structure and
properties.

Z-Contrast Imaging

When exploring the unknown, we rely
heavily on our eyes (incoherent imaging)
to provide a direct image of a new object.
In order to explore the unforeseen atomic
configurations present at extended de-
fects in materials, it again would be de-
sirable if one could obtain a directly
interpretable image of the unfamiliar
structures present in the defect cores. Z-
contrast electron microscopy provides
such a view with both atomic resolution
and compositional sensitivity.'

This high-resolution imaging tech-
nique differs from conventional high-
resolution phase-contrast imaging. The
phase-contrast technique produces a
coherent image, an interference pattern
formed by recombining the waves dif-
fracted by the specimen. In the Z-contrast
technique, the image is incoherent; it is
essentially a map of the scattering power
of the specimen. Additionally as was first
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determined by Lord Rayleigh, the inco-
herent mode of image formation has
double the resolving power of the coher-
ent mode.

[ncoherent imaging with electrons is
most easily implemented in a scanning
transmission electron microscope. The
Z-contrast image is obtained by scan-
ning an electron probe of atomic dimen-
sions across the specimen and collecting
electrons scattered to high angles. The
100-kV and 300-kV microscopes used for
the work described in this article are ca-
pable of producing electron probes of
0.22 nm and 0.13 nm, respectively. These
probe diameters determine the resolution
of the technique. The resulting map of
the scattering power for the specimen is
highly local, for it is mostly scattering pro-
duced close to the atomic nuclei that gets
out to the high-angle annular detector.

The annular dark-field detector col-
lects a substantial fraction of the scattered
electrons and thus effectively averages
over the phase relationships between dif-
fracted beams leading to an image with
incoherent characteristics. A direct cor-
respondence exists between the object
and its image, and there are no contrast
reversals with sample thickness or objec-
tive lens defocus.” As long as the electron
probe is smaller than the atomic column
spacing and the inner detector angle is
much larger than the beam convergence,
the imaged atomic columns can be treated
as independent scatterers. With this
technique, unanticipated atomic ar-
rangements present at defect cores will
be directly revealed.

Additionally as the inner detector
angle is increased beyond the minimum
angle for transverse incoherence, the role

of thermal diffuse scattering in the
imaging process increases, decreasing
the coherence length along the atomic
columns.* Thus the scattered intensity
can approach the compositional sensitiv-
ity of the atomic-number-squared de-
pendence of Rutherford scattering and
allows detection of compositional inho-
mogeneities—for example, impurities
segregated in the defect cores.

We have used this technique to explore
the atomic arrangements present in sili-
con tilt grain boundaries. These exam-
ples illustrate the power of the technique
to provide a unique and unambiguous
image of defect cores, including several
structures not previously anticipated.

Models of Grain Boundaries

There are two general categories of
grain-boundary models. The first was
that of Quincke, who suggested the pres-
ence of an amorphous cement between
grains.” The other view is that grain
boundaries are best described as a crys-
talline zone between the lattices of
two adjacent grains. Low-angle grain
boundaries composed of an array of lat-
tice dislocations became the defining
structures of these models since the
original suggestions by Taylor® and
Burgers.” However at misorientations
greater than about 15°, the separation of
the required dislocations becomes so
small that the description was thought to
be unphysical.

Instead most high-angle grain-
boundary models at present incorporate
more complicated but still ordered tran-
sition zones to accommodate the misori-
entation. The most complete and accepted
classification is the structural-unit model
of Sutton and Vitek.® However as pointed
out by Bishop and Chalmers in an earlier
report about the model, the three descrip-
tions of a grain boundary (an array of co-
incidence atoms, structural units, or dis-
locations) are in some sense equivalent.’

We will use the dislocation descrip-
tion, for as the following images demon-
strate, the dislocation model remains
a reasonable description of tilt grain
boundaries in silicon, even at high
tilt angles.

[110] Tilt Boundaries

One of the most widespread applica-
tions of high-resolution phase-contrast
electron microscopy has been the charac-
terization of diamond-cubic semicon-
ductors. Much of this attention has
focused on the relatively open (110) pro-
jection of this lattice and on its defects. In
fact in the pioneering high-resolution-
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Figure 1. (a) Z-contrast image of a symmetric 39° X = 9 {221} (110} silicon tilt grain
boundary as viewed along the (110} tilt axis. (b) A higher magnification view of the
boundary showing the connected string of 5- and 7-membered ring structures
present at its core. The separation between the parallel white lines in the images is
0.13 nm.

microscopy study of germanium pub-
lished in 1977, Krivanek et al. correctly
determined the atomic structure of a
high-angle (110) tilt boundary."

Figure 1 is an image of the corre-
sponding 39° (110) symmetric tilt bound-
ary in silicon as viewed 20 years later
using the Z-contrast technique. The
atomic-column positions are (always) the
bright features in the Z-contrast image.
In this (110) projection, diamond-cubic
crystals contain closely spaced pairs of
atomic columns commonly referred to as
“dumbbells.” In silicon the projected
separation of these two columns is
0.136 nm, and as seen in the image, they
are resolved. The grain boundary, the
region in which the misorientation of
the two grains is accommodated, is ex-
tremely narrow. There are no dumbbells
in intermediate positions.

The boundary contains a continuous
string of 5- and 7-membered ring struc-
tures in place of the 6-membered rings
of the perfect diamond-cubic lattice. This
defect structure is identical to the core
structure of a perfect edge dislocation
with a (110) line direction and an a/2(110)
Burgers vector. The structure of this
Lomer dislocation was first predicted by
Hornstra in the 1950s." There are no
dangling bonds seen in this boundary.
Bulklike tetrahedral bonding is main-
tained in the cores with relatively little
distortion to the bond lengths or angles.

These dislocation cores can be packed
one on top of the other and still remain
distinct (see Figure 1). The edge disloca-
tions have been found to be one of only
two defects present in Si (110} tilt bounda-
ries. The other unit is the twin unit, a
variation of the bulk 6-membered ring.
If we can unravel the secrets of this dis-
location, we will begin to unravel the
secrets of boundaries with a (110) tilt
component as well. Along these lines, we
have performed electronic-structure cal-
culations on the a/2(110) edge dislocation
in silicon and have found the presence of
states associated with the defects rela-
tively deep in the gap (~0.2 eV) despite
the absence of dangling bonds. The
shifts in the electronic states are corre-
lated with a concentration of strain in the
cores.”” The results of these calculations
provide the first ab initio evidence that
completely reconstructed dislocations
can produce intrinsic gap states; dan-
gling bonds and impurities are not
required. The intrinsic band-tail states
that have been measured would appear
to be associated with the cores of “iso-
lated” dislocations in grain boundaries
(secondary dislocations and grain-
boundary steps)."
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(a/2) [110] edge dislocation

Figure 2. Schematic of an orthogonal array (center panel) of edge dislocations (right panel) and the resulting “dreidl,"— a low-
energy, symmetric defect structure that forms at the dislocation intersections (left panel).

[t is possible to construct a more ran-
dom grain boundary by adding an or-
thogonal network of Lomer dislocations.
As seen in Figure 2, these dislocations fit
together, producing an intersection
structure that resembles a dreidl and
that again maintains tetrahedral bond-
ing."* Similar “point defects” can be con-
structed for the intersections of other
lattice dislocations as well. While this
does not mean that all grain boundaries
in diamond-cubic semiconductors are
completely reconstructed to eliminate
dangling bonds, it does indicate that
grain boundaries of a more “random”
kind can be assembled from the same
defect structures seen in simple tilt grain
boundaries.

[001] Tilt Boundaries

There have been far fewer high-resolu-
tion investigations of (001) tilt grain
boundaries in diamond-cubic semicon-
ductors. The principle reason for this is
that instruments with point-to-point
resolution better than 0.15 nm are re-
quired to reveal the structural features in
these boundaries. Hornstra again pre-
dicted the building blocks contained in
these boundaries long before microscopy
had the tools to actually see them."” He
proposed that any (001) tilt boundary in
diamond -cubic materials would be com-
posed of arrays of two lattice disloca-
tions. To date, only these two structural
units have been seen in the boundaries
but rarely in his proposed combinations.

Figure 3 shows the boundary struc-
ture, formed at a relatively low tilt angle
of 16°, consisting of isolated defect cores
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separated by perfect crystal units. These
defect cores are asymmetric combina-
tions of four identical units. In this (001)
projection, the individual units appear
as a pentagon with an attached triangle.
The closure failure around the entire de-
fect is a[100]. This is the net Burgers vec-
tor and defect spacing expected for a 16°
tilt boundary. However the defect core
appears to be more complex than is nec-
essary. There are twice the number of
dislocations needed for this tilt angle,
and the defects are clustered rather than
uniformly spaced.

The boundary actually contains two of
these asymmetric defect cores. The sec-
ond is related to the first by a mirror
across the {170} boundary plane and a
glide. These two asymmetric defect cores
have created somewhat of a dilemma for
the boundary. The resulting structure is
a compromise between achieving uni-
form spacing of the defect cores and
maintaining a planar boundary.

Because strong image features do not
reverse contrast through use of the Z-
contrast technique, bright features can be
directly interpreted as positions of
atomic columns. However because the
image is a two-dimensional projection,
there is no information on the relative
vertical positions of atoms in different
columns. Molecular-dynamics simula-
tions using the two-dimensional coordi-
nates extracted from the image were used
to determine the three-dimensional
atomic arrangement present in the
boundary. All the features of the image
were reproduced in the simulation. From
this three-dimensional structure, we see

that the four units are of a single disloca-
tion type—an edge dislocation with
Burgers vector b = a/2[110] in a [001] line
direction. Again we find the (001)
boundary cores can be described as
arrays of closely spaced dislocations. In-
terestingly only two of these dislocations
are required to accommodate the misori-
entation of the two grains. The other two
unexpected units are arranged as a con-
nected dislocation dipole with equal but
opposite Burgers vectors and therefore
are geometrically unnecessary.
Increasing the tilt angle to 23° pro-
duces another unforeseen atomic ar-
rangement in which the entire boundary
is composed of defect units (Figure 4). If
the bulk-silicon positions are stripped
from the image, the grain-boundary core
consisting of a continuous string of pen-
tagonal and triangular features remains.
This (001) projection has been used to
calculate the three-dimensional structure
of the defect. From the calculated grain-
boundary core, two distinct structural
units can be identified. These two units
have the same atomic configuration as
two known diamond-cubic lattice dislo-
cations. These dislocation cores remain
distinct; they have the same atomic con-
figuration as they would have if isolated
in the bulk crystal. The boundary disloca-
tions do not mix or collapse even when
spaced every 0.23 nm along the boundary.
The line direction of both dislocations
is parallel to the boundary tilt axis. The
units marked 1 and 1’ in the schematic
(Figure 4b) are the edge dislocations seen
in the 16° boundary. The units marked 2,
2', 3, and 3’ are mixed dislocations with
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Figure 3. Z-contrast image of a symmetric 16” % = 25 {170} (001) silicon tilt grain boundary as viewed along the bicrystal's common
(001) direction. The boundary consists of a periodic array of defect cores separated by relatively undisturbed crystal units. The
closure failure around the defect core is a[100]. As seen in the schematic obtained directly from the image, the defect core consists
of four identical units that in this projection appear as a connected pentagon-triangle pair. The units marked D1 and D2 are a
connected dislocation dipole. The units marked E1 and E2 are the dislocations that accommodate the misorientation of the two

grains.

Figure 4. Z-contrast image of a symmetric 23° % = 13 {150} (001) silicon tilt grain boundary and the projected atomic column
positions obtained directly from the image. The boundary is seen to be periodic with a 1.38-nm repeat, containing two distinct units
(edge dislocations, 1 and 1', and mixed dislocations, 2, 2', 3, and 3') arranged in a contiguous sequence of six dislocation cores.
The bright features in the grains are separated by 0.19 nm.

equal edge and screw components. Their
Burgers vector is inclined 45° to the (001)
plane. It is the presence of these mixed
dislocations, arranged as dipoles, that is
the unforeseen feature of this boundary.

a6

As in the 16° boundary, the dipoles could
be replaced by units of perfect crystal.
The reason for these extra boundary dis-
locations is not obvious from classical
potential calculations that indicate, while

the strain energy in the boundary is more
uniform when the dipoles are present,
there is little change to the total bound-
ary energy. We await first-principles cal-
culations to further explore this mystery.
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Impurities can interact with disloca-
tions and grain boundaries both elasti-
cally and electrically. We have recently
found that, by using a combined experi-
mental and theoretical approach, we can
locate and explain the presence of small
amounts of arsenic segregated to a grain
boundary in silicon. The compositional
sensitivity of the Z-contrast technique
allows the detection of one or two arsenic
atoms in a column of approximately 40 sili-
con atoms, while theory indicates the
arsenic is arranged as isolated dimers."

The 37° (001) Si tilt boundary has been
well-characterized both by experiment”
and theory."® " The boundary is com-
posed of a string of pure edge dislo-
cations with no redundant dislocations
in the boundary core. However first-
principles calculations have raised the
intriguing possibility that impurity seg-
regation (specifically arsenic segregation)
may drive a structural transformation of
the boundary core.” This highlights the
importance of being able to not only di-
rectly image the fine features of the de-
fects but also to be able to detect the
presence of impurities. Extended defects
have a propensity to attract contaminates,
and the impurities may be responsible
for the observed atomic arrangement.

The investigation of (001) Si tilt bounda-
ries using Z-contrast imaging has signifi-
cantly reduced the perceived complexity
of these defects. We have found no evi-
dence of multiple grain-boundary struc-
tures coexisting in any of the boundaries
we have examined. However the mystery
of the redundant dislocations remains to
be solved, for the goal is to predict the
boundary structures without having to
actually examine them.
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Summary

The Z-contrast technique represents a
new approach to high-resolution elec-
tron microscopy allowing incoherent
imaging of materials on the atomic scale.
The key advantages of the technique—
an intrinsically higher resolution limit
and directly interpretable, composition-
ally sensitive imaging —provide a new
level of insight into the atomic configura-
tions of extended defects in silicon. Spec-
troscopic techniques can also be used to
supplement the image, giving informa-
tion on the local electronic band struc-
ture. This new level of experimental
characterization has both stimulated and
been aided by theoretical studies of these
defect structures. This combined ap-
proach is ideally suited for investigations
of defect states in semiconductors that
control electronic properties, especially
in identifying impurity segregation sites
and their influence on the resultant
atomic and electronic structure. Direct
imaging of atomic arrangements com-
bined with atomic-resolution chemical
analysis has only begun to reveal and
unravel the complexity of real materials
at the atomic scale.
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