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Abstract Inclusion of spatial incoherence has been shown to give quantitative
agreement between non-aberration-corrected high-angle annular dark-
field scanning transmission electron microscopy images and theoretical
simulations. Here we show that, using the same approach, a significant
improvement in the correlation between calculated and experimental nor-
malized integrated intensities is obtained in the InAsP ternary semicon-
ductor alloy, but residual discrepancies remain. We have demonstrated,
in good agreement with experimental intensities obtained in calibrated
samples, that normalized integrated intensities show a low dependence
on the sample thickness over a wide range of thickness values. This
behaviour does not occur in conventional (non-aberration-corrected)
images and constitutes a powerful tool for straightforward interpretation
of high-resolution images in terms of atomic column-resolved compo-
sitional maps.

Keywords Z-contrast, HAADF-STEM, high-angle annular dark-field, scanning
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There has been a strong controversy for many years
about the reason why a mismatch between exper-
imental and simulated high-resolution electron
microscopy images exists, both for phase-contrast
and for Z-contrast imaging modes. The term Stobbs
factor has been used to represent the fact that
image contrast in experimental phase-contrast high-
resolution transmission electron microscopy
(HRTEM) images has mostly been found to be
markedly less than theory predicts. Recently,
however, some significant advances have been
made for solving this problem that was established
more than one decade ago [1,2]. This historic effect
has been proved to result from an underestimate of

the instrumental broadening due to the modulation
transfer functions of CCD cameras used for digital
image acquisition [3]. As for the Z-contrast imaging
mode [4,5], a lack of quantitative matching has also
been found between experimental and simulated
images. This fact has usually been expressed
in terms of a significant background intensity in
experimental Z-contrast images [6]. Recently, this
apparent lack of fit has been solved in
non-aberration-corrected Z-contrast images by
introducing the influence of spatial incoherence in
simulated images [7,8]. However, quantitative
matching between experimental and simulated
aberration-corrected Z-contrast images has not
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been reached up to now. We show in this paper
that the inclusion of spatial incoherence in
aberration-corrected high-resolution Z-contrast
images gives an approximate agreement with the
experimental data, to within 10%, indicating that
additional factors may be involved. We prove the
validity of this approach by comparing normalized
integrated intensities of simulated images with the
intensities experimentally evaluated in samples of
calibrated composition [9]. An important difference
between corrected and non-corrected Z-contrast
images is the dependence of normalized intensities
on the thickness of the electron-transparent speci-
men. This dependence is significant for non-
corrected images [10], whereas it is very low for a
range of specimen thicknesses in aberration-
corrected images. Concerning the process of
interpretation of high-resolution Z-contrast images,
which offer simultaneous structural and compo-
sitional resolution at atomic column scale, this fact
is extremely important, and we have contributed to
explain it theoretically. Many efforts have been
devoted to improve the quantitative interpretation
of the high-resolution Z-contrast technique [11], and
our paper therefore provides an important step
towards this goal.
We have recently published a phenomenological

approach to determine quantitatively the compo-
sition of an ABxC1 − x alloy with atomic-column res-
olution [9]. This method is based on the analysis of
normalized integrated intensities (R) of high-
resolution aberration-corrected Z-contrast images
of materials of known composition. The R values
are calculated as the quotient of the integrated
intensity around the anionic (BxC1 − x) columns of
the ABxC1 − x alloy and the integrated intensity
around the anionic column (C) of the AC binary
compound, which is taken as a reference value. The
R values are determined for a range of experimen-
tal values of composition (x) and thickness of the
electron-transparent specimen (t). The R values are
determined from experimental raw Z-contrast
images for several known values of x and t, for the
InAsxP1 − x alloy in reference [9], and are rep-
resented in Fig. 1. The images were obtained with a
positive offset to avoid clipping artefacts, which
was then subtracted to give the proper zero signal
level. R depends linearly on x and has a low

dependence on t (represented in Fig. 1 as error
bars of R values) in the range of thickness values
used in our experiments (from 16.1 to 40.0 nm).
The low dependence of R on t is a very useful
result that makes easier the quantitative determi-
nation of column-to-column composition in
materials from the analysis of high-resolution
aberration-corrected Z-contrast images. In the fol-
lowing, we explain these experimental results
based on dynamical simulations.
All simulation results have been obtained using

SICSTEM software [12]. This software runs in the
CAI supercomputer at the University of Cadiz (peak
performance = 3.75 Tflops), and can afford
HAADF-STEM image simulations of nanostructures
composed of several hundred thousand atoms in
manageable time. Its accuracy has been compared
with Ishizuka’s FFT multislice approach using the
WinHREM™ software, and takes into account
thermal diffuse scattering (TDS) in the calculation
of the intensity in the object exit plane by the multi-
slice method using a local TDS absorptive potential
approach [13,14]. Imaging conditions were chosen
to emulate images taken at 100 kV using a dedi-
cated VG Microscopes HB501UX STEM equipped
with a Nion aberration corrector. The third- and
fifth-order spherical aberration coefficients are
(nominally) −50 µm and 63 mm, respectively, the
inner detector angle is 64 mrad and the objective

Fig. 1. Experimental and simulated R ratios versus specimen
thickness (with and without introducing the effect of spatial
incoherence) for three compositions of the InAsxP1 − x alloy.
Experimental R data for the whole range of analysed thicknesses is
presented in Table 1 of reference [9].

30 J O U RN A L O F E L E C T RO N M I C RO S CO P Y , Vol. 60, No. 1, 2011

 at U
niversidad de C

adiz on F
ebruary 9, 2011

jm
icro.oxfordjournals.org

D
ow

nloaded from
 

http://jmicro.oxfordjournals.org/


aperture angle is 27 mrad. Spatial incoherence has
been taken into account by applying a convolution
with a 2D Gaussian kernel, as suggested previously
[7,15,16].
The R ratios calculated by using the explained

approach [12] with and without introducing the
effect of the spatial incoherence are represented in
Fig. 1. For each composition, the R values were cal-
culated in both cases for the specimen thicknesses
that were measured by electron energy loss spec-
troscopy [9]. These thickness values are presented
in Table 1 of [9]. The calculated R values, rep-
resented in Fig. 1, correspond to the values aver-
aged for the selected range of specimen
thicknesses. Error bars correspond to the standard
deviation associated with the variation of the R
values within this range. As can be seen in Fig. 1,
the R values calculated without including the effect
of spatial incoherence clearly overestimate the
experimental R values. On the contrary, experimen-
tal and calculated R values are much closer when a
Gaussian is used to take into account the effect of
spatial incoherence.
In order to determine the optimum value of the

width (standard deviation) of the Gaussian function
that gives the best fit between experimental and cal-
culated images, we have considered an error func-
tion defined as the sum of squared differences
between simulated and experimental Z-contrast
images. Figure 2 represents the dependence of
these errors on the width of the Gaussian for InP.
The minimum value of the error function occurs
when the optimum width of the Gaussian function
is 0.06 nm, which corresponds to a source size with
a full width at half maximum (FWHM) of 0.14 nm.
Although this value may seem high, it should be
noted that the microscope was operated in a high
current mode for energy loss spectroscopy, which
would increase the probe size by 0.3–0.4 Å com-
pared with its theoretical optimum size of 0.71 Å
FWHM. Furthermore, no explicit account was taken
of any non-round or chromatic aberrations which
are therefore included as an additional average
broadening. The value is consistent with the fact
that the dumbbells are not well resolved in
InAs0.27P0.73, as shown in Fig. 1b of reference [9].
Based on these numbers for the effective source
size and the expected aberration-free probe, we

obtain a total expected FWHM of 1.57 Å, which is
5.7% larger than the separation of In and As-P
columns in this alloy (1.48 Å).
For each composition, the R ratios were deter-

mined using the optimum value of the source size
as the average R values over a thickness range of
16–40 nm. As Fig. 1 shows, a significant improve-
ment in the fitting of experimental and simulated
intensities is obtained after introducing the effect of
spatial incoherence. Therefore, the assumption that
spatial incoherence can be quantified in aberration-
corrected HAADF-STEM images by convoluting the
coherent simulated images with a two-dimensional
Gaussian function is found to be a good one,
although a residual error of �10% remains. It is
worth noticing that (i) a unique value of the source
size for a range of specimen thickness and compo-
sition values is used in our approach, (ii) the small
values of the differences among experimental and
simulated R ratios and (iii) its small dispersion with
the composition and specimen thickness.
An important experimental finding is that, for a

certain range of thicknesses, the R values show a
very low dependence on the specimen thickness.
This is noticeable because with a simple estimation
of the specimen thickness, typically in the range of

Fig. 2. Sum of squared errors between experimental and simulated
Z-contrast images of InP for several specimen thickness as a
function of the width of the Gaussian used in order to take into
account the effect of spatial incoherence.
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15–40 nm for semiconductor ternary alloys, the
measurement of R ratios gives atomic column-
to-column compositional information. This does not
happen for non-aberration-corrected scanning trans-
mission electron microscopes, for which a signifi-
cant dependence of R on thickness is found [10].
We have also found that the low dependence of R
with the specimen thickness also occurs using nor-
malized intensities integrated over the whole pro-
jected unit cells, instead of taking a square
integration area surrounding the anionic columns
(as we did in reference [9]). It is important to note,
for the purposes of generalization, that this remains
valid for other semiconductor materials. We have
calculated the R values using whole projected unit
cells as integration areas for two ternary semicon-
ductor alloys (InxGa1 − xAs and GaAsxSb1 − x),
including correction of spherical aberration and the
effect of spatial incoherence, for a range of speci-
men thicknesses, and the R values obtained are rep-
resented in Fig. 3 for three compositions. Figure 3
shows how our calculations confirm the low depen-
dence of R with specimen thickness for the two
selected semiconductor materials. As we explain in
the following paragraph, we think that this is quite
likely to be a general behaviour for a wide range of
materials.
High-energy electrons travelling along a zone

axis tend to channel along atomic columns. We
have calculated for an electron probe focussed on
the material surface how deep electrons channel in
the alloy studied in this work (InAsxP1 − x).
Figure 4 represents the intensity of the electron
wave versus the specimen thickness at the anionic
(As-P) projected position, for an electron beam tra-
velling along the [110] zone axis for the
InAs0.87P0.13 composition, that represents the
higher As composition used in our work. This cal-
culation has been done for the experimental
imaging conditions of the present work. It can be
noticed that electrons channel along [110] in the
material from the surface down to �15–20 nm. All
the Z-contrast images analysed in this work, and
usually Z-contrast images taken in general by other
authors for analytical purposes, are acquired with
the electron beam in-focus or close to in-focus
condition. Therefore, most of the Z-contrast signal
will come from the depth of the material affected

by channelling, �15–20 nm in our case, and more
generally of the order of one or few tens of nano-
metres for many other materials that were studied
in the VG501 scanning transmission electron
microscope used in our work. These numbers will
be smaller for scanning transmission electron
microscopes with higher spatial resolution, but the
overall picture describing the experiment will be
similar. The effect of the electron channelling
explains why normalized intensities, expressed in
terms of the R ratio, have a very low dependence
on the specimen thickness. This makes sense for
electron beams focussed using an aberration-
corrected lens, because the signal-to-noise ratio is

Fig. 4. Intensity at the anionic (As-P) projected position of an
electron wave versus the specimen thickness, for an electron beam
travelling along the [110] zone axis for InAs0.87P0.13, for the imaging
conditions used in this work.

Fig. 3. Simulated R values versus specimen thickness for several
compositions of InxGa1 − xAs and GaAsxSb1 − x alloys.
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very high and electron signal strongly peaks up
when the probe is located at atomic columns. This
phenomenon will remain valid for specimen thick-
ness below a critical value, �40 nm in our case,
because in thicker specimens electrons will suffer
from complex multiple scattering from deeper
lying material that will introduce an additional con-
tribution to the Z-contrast signal from materials
located at thickness below this critical thickness.
It is worth pointing out that consideration of the
explained effect associated with strong channelling
is important in samples with heterogeneous com-
position along the electron beam path, to avoid
erroneous interpretations.
In conclusion, integrated intensities in aberration-

corrected high-angle annular dark-field scanning
transmission electron microscopy images have been
simulated by including the effect of spatial incoher-
ence. By comparison of simulated and experimental
images acquired in InAsP thin layers with calibrated
compositions, this effect is shown to improve corre-
lation between intensities in both images. A residual
error of �10%, however, cannot be accounted for,
and the most obvious origin of this error would be
the effect of non-round aberrations that were not
recorded when the experimental data were
obtained. These non-round aberrations are
expected to be quite dependent on the exact tuning
of the aberration corrector, and further work is
required to determine whether they could quantitat-
ively account for the residual discrepancy. The cal-
culated normalized intensities are found to be
almost independent of the specimen thickness in a
practical range of useful thickness values, in good
agreement with the experimental results, and in
contrast with the observed behaviour in non-
aberration-corrected images. Based on dynamical
simulations of the channeling process that electron
beams suffer after propagating along an atomic
column, our findings are explained and predicted to
be valid for a wide range of materials studied by
aberration-corrected Z-contrast imaging. Our results
pave the way for a direct interpretation of
aberration-corrected high-resolution Z-contrast
images, in terms of elemental compositions with
atomic column spatial resolution.
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